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We propose:and analyze a limited ýensing random access algorithm,
named CRAFH, foi a multi-user and multi-receiver frequency hopped spread
spectrum system..•Utilizing the regengrative character of the induced by
the algorithm transmission process, we compute throughputs and expected
per packet delays. In the presence of interferences between transmissions
to different receivers, we compute throughputs, subject to an upper bound
on the probability of erroneous data decoding. The CRAFH induces uniformly
good delays within its stability region, and is particularly appropriate for
environments where the users are highly mobile.
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1. Introduction

-*e-consider packet radio multi-user spread-spectrum environments, where frequency

hopping spread spectrum techniques are deployed for protection against intelligent

adversariesjl]. When the users in such environments are mobile and bursty, random

access frequency hopping transmission algorithms should be adopted, for efficiency in

throughput and delay control. In this paper, we proposeeand analyzejsuch an algorithm,

named Collision Resolution Algorithm for Frequency Hopping (CRAFH). The CRAFH is a

limited sensing random access algorithm utilizing receiver oriented frequency hopping

patterns. In its design, the experience from random access algorith!Us for non spread

spectrum multi-user channels is utilized. ~ ~

For the Poisson user model (large number of independent bursty users), and for

transmissions through a single non spread spectrum channel with feedback, the existing

stable random access algorithms belong to two distinct classes: The full sensing class,

and the limited sensing class. The former requires that each user know the overall

feedback history, and it includes algorithms such as those in [2], [3], and [4]. The

latter requires that each user tune to the feedback broadcast only while he is blocked

(from the time he generates a message to the time this message is successfully trans-

mitted), and it includes the algorithms in[5], [6], [7], [15], [16], and [17]. In

mobile user environments, only the limited sensing class of random access algorithms

is applicable, since the users can not then tune to the feedback broadcast whenever

they move off the broadcast range.

Regarding packet radio multi-user frequency hopping, Hajek [10] studied a full

sensing random access algorithm, for the Poisson user model and a single frequency

hopping channel. Pursley and Geraniotis ([8] and [91) studied the probability of

error induced, when no random access algorithm is deployed.

2. System Model

We consider the case where a large number of mobile independent bursty users

use distinct frequency hopping patterns, to transmit to a given number, NR, of

V
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semistatic receivers, through a common channel. We then model the overall user traffic

as Poisson, and we also assume packet users and fixed length packets. In addition,

we consider a synchronous system, where the time of the common channel is divided

into disjoint consecutive slots, each of length equal to one packet, and where a

packet transmission can only start at the beginning of some slot. We then measure

time in slot units, where slot. T occupies the time interval [T,T+l). We assume that

each newly generated packet is destined for receiver k, 1 < k < N R, with probability

1/N R. Thus, if A 0 is the intensity of the overall Poisson user traffic, then the

traffic per receiver is also Poisson, with intensity X-X IN R'Finalyweasm

that the maximum delay with which some transmission from any user reaches any of the

N Rreceivers is a, where a << 1.

The bandwidth of the common transmission channel is divided into q orthogonal

frequency bins, where each bin is uniquely identified by its central frequency. At

the beginning of each slot, a distinct frequency hopping pattern is assigned to each

one of the N Rreceivers, where each such pattern consists of some of the above

frequency bins. We will assume that q equals a power of some prime number, and that

q > N RP and we will then adopt the frequency hopping patterns derived from the Reed-

Solomon code [11]. Then, (i) The length, m, of each frequency hopping pattern is

such that m < q-1. (ii) Each frequency hopping pattern contains a frequency bin at

most once. (iii) Any two frequency bopping patterns have at most one common frequency

bin, all cyclic shifts considered. Let {f (k) ; 1 < i < m}, 1 < k < Ni,, denote the

frequency hopping pattern assigned to receiver k at the beginning of slot T. This

assignment is known to all users and all receivers. If some user wishes to send a

packet to receiver k in slot T, he divides the packet into M equal length bytes,

each containing at least one bit, and trans'inits the ith byte at the frequency bin

f ik)m The above is a slow frequency hopped system, and the duration, A, of a

byte is an integer multiple of the bit duration. Also, we assume that the BFSK

(binary frequency shift keying) modulation scheme is deployed; thus, each frequency
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bin consists of two orthogonal tone positions. The byte duration, A, corresponds

to a hop interval.

We will initially adopt the following assumption, which leads to NR single-

receiver multi-user decoupled systems, and which will be relaxed later in the paper.

Assumption Al. Simultaneous transmissions to different receivers do not interfer.

If assumption Al is true, then the overall system consists of NR indentical and

independent single receiver systems, each with input traffic Poisson intensity X.

For each such system, we assume noiseless transmission channel*, and feedback broad-

cast capabilities. In particular, we distinguish between the following events:

Mi) The absence of a-packet within some slot is detected by the receiver from the
absence of signal over the corresponding frequency hopping pattern. This out-
come, E, is then broadcasted to the users.

(ii) When a single packet is transmitted within a slot, the receiver reads it correctly
by locking on to it. The receiver broadcasts then this success event, S.

(iii) If at least two packets are simultaneously transmitted within a slot, then
depending on the corresponding delays with which these packets reach the receiver,
either one packet is captured, or the information included in all the packets is
destroyed. In the first case, the outcome S (success) is broadcasted by the
receiver. In the second case, the event C(collision)is broadcasted instead.

The events E,C, and S are broadcasted in distinct per event and per receiver

codes. Each user in the overall system, as well as the remaining receivers receive

those broadcasts with maximum delay a. The event S includes information on some differ-

ential delays. This information will be explicitly stated as part of the CRAFH algo-

rithm, in section 3. Let n be the nonnegative integer such that nA < a <(n+l)A, where

A is the hop interval. We will then assume that n < m, where m is the number of fre-

quencies in the hopping patterns. Let then K > 2 packets be simultaneously transmitted

within the same slot, and let them reach the receiver with delays, d,...,dK, where

d1 < d 2 ..< dK < a. Let in addition dj-dI • A, for all j + 1, where A is the hop

interval. From the Reed-Solomon frequency hopping patterns, it can be then seen that

the first arrived packet occupies frequency bins that are orthogonal to those occupied

* Algorithms designed for noiseless transmission channels can be studied in the
presence of noise, as in [6] and [7].
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by the remaining packets; thus the former packet is then captured by the receiver.

Thus, in the case of multiple transmissions within the same slot, we define:

Capture. A packet is captured, if it reaches the receiver first, and its
differentLial delay from the second arriving packet is at least equal to the
hop interval A.

Otherwise, the multiple transmissions result in collision.

We note that if a < A, the event of capture never occurs. From now on, we will

assume that c-nA, where n is an integer such that, 2 < n < m. We will also adopt the

realistic, even in the presence of high mobility, assumption that the spatial place-

ment of the users remains unchanged within a single slot period. Finally, we will

assume that all users and receivers in the system possess clocks, which remain

synchronized with accuracy A (hop interval). This can be accomplished if, for example,

synchronization information is included in the broadcasts of the receivers.

3. The Description of the CRAFH Algorithm

Due to the existence of clocks and the unchanged spatial placement of the users

within a slot period, a user who transmits in some slot T, can compute the delay, d,

between the time instant T, and the time when he receives from the addressed receiver

the feedback corresponding to slot T. At the same time, the receiver can also compute

d, as the difference between the time when slot T begins, and the arrival time of the

packet. In the case of a single transmission within the slot T, the receiver computes

the delay d of the packet, where LA < d < (t+I)A ;t > 0, and broadcasts the integer

in the place of S (success). In the case of multiple transmissions within the slot T,

with corresponding delays d < d <..., such that d -dl A ; V j > 2 and
1 2 j1-

1 A < d1 <(Q I+)A ; 0, the receiver captures the first arrived packet, and broad-

casts the integer t in the place of S (success). The above integers t and I are

encoded and then broadcasted, via frequency hopping patterns that are orthogonal to

those used for packet transmissions. Upon receiving the latter broadcasts, the

corresponding users can identify their success by comparing the numbers t or 1 to

their own precomputed delays d (in particular to the number n, such that nA < d<(n+l)A),



and the corresponding successfully transmitted packets depart then the system.

We note that in the case of a capture event, there is only one packet that corresponds

to the broadcasted integer I Upon receiving the latter broadcast, the remaining

packets can then identify their failure, by comparing 1 to their own precomputed

delays d.

Subject to assumption Al, let us consider the single receiver system. Let

xT denote the broadcast that corresponds to slot T, where xT equals either E, or

C, or S. The CRAFH is then implemented by each user independently, as follows:

I. Each user initiates the algorithm at the time instant when he generates a

new packet. He follows the rules of the algorithm until this packet is

successfully transmitted, observing simultaneously the feedbacks broad-

casted by the receiver. In the implementation of the algorithm the user

uses a counter, whose value rT at slot T is a nonnegative integer. The

user transmits the packet in slot T, if and only if r T=0. The values of

the counter are updated, as follows:

1.l. If the new packet is generated in [T-l,T), then rT=O.

1.2. If rT=O and XT=S, then,

I.2.a. If the user identifies success for himself, then the packet is

successfully transmitted and the algorithm stops.

I.2.b. If the user identifies failure for himself, then he sets,

rT+l -0.

1.3. If r T=O and xT=C, then,
r(0 ; w.p. 0.5

rT~lIi ; w.p. 0.5

1.4. If rT X and XT=S, then rT+l=rT.

1.5. If rT >* and xT=E, then r T+1r T-.

1.6. If rT >1 and xT=C, then r T+l=r T+1.

4. Analysis of the Algorithm

In this section, we will study the performance of the CRAFH, subject to
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assumption Al in section 2. The analysis is facilitated by the concept of a marker.

The marker can be seen as an outside observer, who uses a counter. Denoting the

value of this counter at slot T,%, then at time zero when the system operation

begins, we set Ro 1. After that, the values of R are updated as determined by the

rules 1.4, 1.5, and 1.6 of the algorithm, in section 3, until the first time, T',

that R%,O. The time T' determines the end of the first session, as induced by

the algorithm. Then, at T', RT, is set equal to one, the second session begins, and the

above process is repeated. It can be easily seen that the session lengths are i.i.d.

random variables. Considering the single receiver system, let X be the intensity of the

Poisson traffic addressing the receiver, and let us define,

Pk : The probability of capture, given that k,k>2, packets are
transmitted within a single slot.

Lk : The expected length of a session, given that it starts with k packet
transmissions.

L : The expected length of a session.

Assuming, as in section 2, that a-nA; n>2, and considering highly mobile users,

where in any slot time interval the users are randomly and uniformly spatially distrib-

uted, we conclude that the delays to the receiver in slot T are uniformly distributed

in [T,T+nA), and that they are independent for different slots. Then,

Pkk
Pk=(1-n-l) ; k>2, n>2 (1)

Also, we trivially conclude that,

go k
SLk (2)

k=0 ki ; x_>O

Let us define, for Pk as in (1), and U(x)=1
A _• •lO ; x<0

dl =e At _ O(3)V2 I (3)

A -k+ll X min(k,Z) k AZ-j 4 x_+I-k
= 2 e ( ) k +e Pk (Z+i-k)'. U(f+l-k) ; k>2, t>O

J.0-
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Then, from the description of the algorithm we easily conclude that the expected

lengths (LkI satisfy the following linear system.

L L0 = 1(4
Cl

Lk = E d kLt +1 ; k>l
£.-0

4.1 System Stability

The stability of the system in (4) is studied via methods as those in [6] and

[7]. Given n>2 in a-nA, the highest Poisson intensity, Xn, for which the system is

stable is the throughput of the CRAFH, and (O,X n) is then the stability region of

the algorithm. As in [7], X* is the supremum of all Poisson intensities that provide
n

a nonnegative and bounded solution for the linear system in (4). Directly from the

theory developed in [7], we now express the following theorem.

Theorem I

(i) Given some finite positive integer N, let us consider the following truncated
version of the system in (4).

0 (5)
N

t-O

Given n>2 in a-nA, let X n(N) be the infinum of the Poisson intensities that do

not provide a nonnegative solution for the system in (5). Then, Xn (N) is an upper

bound to the throughput X
n

(ii) Given n>2 in a-nA, given N in (5), given X <X (N), let {x* ; O<k<N} be thenk

nonnegative solution of the system in (5). Then, there exists X°<X ,such that for every
n-- n

W<o, there exist positive constants E,a, and c, and positive integer N <N, such
-n O

that the system in (4) has a solution {yk ; k>O), which satisfies the following

conditions:

Y0 a ' , Oyk <(+E)xk 0k
0 _<yk _< ak4-c ," k > o (6)



The bounds in (6) correspond to a lower bound on the throughput X
n

Selecting N=20 in (5), and following exactly the same methodology as in [7],

we found the following bounds on the throughput X n for n-5,10,20.

0.576 < X5 < 0.577

0.694 < X10 < 0.695 (7)

0.787 < X 20-< 0.790

4.2 Delay Analysis

Let the arriving packets be indexed, according to the order of their arrival

time. Let DV denote the delay of the Jth packet; that is the time from its arrival to

its successful transmission. Let Q denote the total number of packets that are

successfully transmitted during the first i nonempty sessions. Then, at in [7] and

[18], we conclude that {Q}> is a renewal process, and that the process (V

is regenerative with respect to {%}i>0' where the common regeneration cycle, S,

is the number of successfully transmitted packets during a nonempty session. Let

us define,

S E{S}

s (8)DS_ E{F, D4
S j.-l

Then, from the regeneration theorem in [13] and [18], we have that, if S is

nonperiodic and if S<- and DS<-, then, D converges in distribution to a randomSi

variable V., and, D - lim i-I V lim i-I E{ D. }, with probability one
i j j=l J i-'W J.l i

D - E[O} - DS S-1 <00 (9)

From the operation of the CRAFH, we conclude that P r(S=1)40, so S is nonperiodic.

Given n>2 in ci=nA, and some X in (O,Xn), we compute S (1-e XL<-o; where L is as

nn

theorem holds, and the parameter D in (9) is then the expected per packet delay in-

duced by the CRAFH. But, if 8B and C are respectively the access delay and the

j Z
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contention delay of the Jth packet arrival, then DVj 8 + C, andd,

Ds - B + C (10)

where,

B A E{F, 8. 1 C E{. C} (n

Given n and X in (OIn), it can be easily found that B - 2 <-, where S is

as in (8). Thus, to show then that DS<00, it suffices to prove that C<c, where C

represents the expected cumulative per nonampty session contention delay, induced

by the CRAFH. Proceeding towards that direction, let us denote by Ck k >O, the

expected cumulative per nonempty session contention delay, given that the session

starts with k packet transmissions. Then, for {L k k> as in the beginning of this

section, for Pk as in (1), and for dke as in (3), it is concluded from the operation

of the algorithm, that C k }k> satisfies the following linear system.k ,)
0 

(12)
Ck E dkfCt + fk ; k>l

where,

!~fl =1i
(13

k (13
f 1 -k 1  OJO ( k 2 -ke-X X" j (k-i) L+j 4 k ; k>2

Upper and lower bounds of the quantities {CkIk>l in (12) are computed via

methods as in theorem 1, and in [7]. Given n, for N and {x I as in (6), and for
0 k

any A in (O,X ), we find as in [7] that instead of the inequalities in (6), here

we have,

0 < Ck < db(l+e) xk + dk 2  ; _<k<N

0 < Ck < db(ak+c) + dk 2  ; k>N (

where C, a, c are as in (6), and where d and b are positive and bounded

constants. Due to (14), and the equation,
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C = [l-e- I e --k C k (15)
k=O

we conclude that given n, and n<An, C is bounded. Thus, DS in (10) is then bounded as

well, and we can then compute the expected per packet delay, D, as follows.

-l -x -1 -I - -

D = D S S- [B+C][(I-e ) XL] = [2-1 S+C] (1-e-x ) -1 L-1 =
= 0"5 + -i• e-X A k -. 1-' 00 l

0. - C (16)

Upper and lower bounds, Du and D , on D are computed as in [7], via the method of

truncated linear systems [12]. The specifics of those truncations are routine and

are omitted here. The computed bounds Du and D are included in table 1, for n=5,10,2

in a =nA, and are identical to the digits shown in the table. In figure 1, D is

plotted against A.

4.3 Steady State Probabilities

Let {zi) , i=0,1..., be such that if the time interval that corresponds
L(k k>_

to the kth slot contains i packets, then Zi)M =1. Otherwise, Zk )=0. For every
kk

given i, the process {Z~i) k>- is regenerative with respect to the renewal sequence

formed by the time instants when sessions begin. The regeneration cycle is then

the length of a session. Given n and some X in (0, X ), let L be as in (2), and
n

let AM" denote the expected number of slots in a session, whose corresponding time

intervals contain i packet arrivals. Let Ak, k>_, denote the expected number of

slots, within some session that starts with k packet transmissions, whose correspond-

ing time intervals contain i arrivals. Then, for dkt as in (4), and for 6ij being

the Kronecker delta, we conclude from the operations of the algorithm that the

numbers Ak satisfy the following linear system, for every i, and for A in

(o,X ).
n

A(i)6
0 io

0 (17)

Ak- dk A) + 6k =0 i



A theorem parallel to theorem 1 can be expressed for the system in (17), where we

also have,

AmO eX Xk AM~)(8

Thus, we again conclude that AM is bounded for every i and for X in (O,X*)

and bounds on AM can be computed via methods as in section 4.1. Since L is also

bounded, for all A in (OX n), the regeneration theorem applies again, to give:

7Tr limr Pr(Z(')"l) -L- 1 A(' 10,1,2,.. (19)

k-ioo k

Given i, the quantity 7r in (19) is then the steady state probability that a

time interval corresponding to a channel slot, contains i packet arrivals. Upper and

lower bounds on the 7riare computed routinely via the method of truncated linear

systems, as before. We computed those bounds for 1-0,1,2,3,4,5, for n-5,10,20 in

ca=nA, and for various values of X in the corresponding stability regions of the

algorithm. Our results are included in table 2, where the bounds coincide to the

corresponding digits in the table. We will use the computed iw values in the next

section, where we will evaluate the performance of the algorithm, when assumption Al

in section 2 is relaxed.

5. Relaxation of Assumption Al -, Multiple Receiver Model

To this point, we assumed lack of interference from transmissions addressing

different receivers, which allowed the isolation of each single receiver model.

In this section, we will relax this assumption, which departs from reality, as the

number, N R" of receivers in the system increases. Indeed, as N Rincreases, the

frequency hopping patterns assigned to the receivers at each slot, stop being mutually

orthogonal. They become partially correlated instead; thus, transmissions to different

receivers interfere with each other. We will study the performance of the CRAFH

algorithm in the latter case. We will assume that the codes used by the N Rreceivers

for their feedback broadcasts are mutually orthogonal; thus, simultaneous broadcasts
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from different receivers are received correctly by the users. We note that the

relatively low level of the broadcast information allows for such orthogonality,

as long as the number, NR9 of receivers does not exceed a relatively large bound.

Let us isolate a single receiver, Ri, in the system, and let us consider the

case where in slot T, the receiver locks on to some packet addressed to it. This

corresponds to either a single packet transmission to Ri in T, or to multiple transmi

ions to R in T with capture, and the feedback broadcasted by Ri is then S. In the ab
i

sence of interferences with simultaneous transmissions addressed to other receivers, e

time that Ri broadcasts S, a single packet has been correctly decoded by it. This is

always the case, however, in the presence of interferences with transmissions to other

receivers. Indeed, the Reed-Solomon frequency hopping patterns allow then for correct

decoding of a single packet by Ri, only if the number of simu.,taneous transmissions to

other receivers, does not exceed some given number, N. Otherwise, no packet is receive4

correctly by receiver Ri, while the receiver still broadcasts the feedback S. Thus, whe

Ri locks on to some packet, and when more than N packets are simultaneously trans-

mitted to receivers different than R,, then the former packet leaves the system, while

it has not been received correctly. The latter event occurs with some positive

probability, p, and it clearly results in some traffic loss. The earlier strict

definition of the throughput becomes then obsolete, while for the set {(ri ) being

as in section 4.3, the probability p is given by the following expression.

N rj
1-p - N1 (NR7-1). f -• (20)~ j=o j.

F,=ji < N

We now present a definition of throughput for the multiple receiver model,

in the presence of interferences from transmissions to different receivers.

Definition

Given n in a=nA, given the number, NR, of receivers, given p such that,

0 < p < 1, the throughput, X (N ), of an algorithm is the maximum Poisson
n R
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traffic intensity per receiver, that maintains the value of the probability p,

(in (20)) below than or equal to p,

We note that given some algorithm, the throughput in the above definition

depends on the specific choice of the encoding per packet and the length of the

frequency hopping pattern (which control the number N in (20)). In section 5.1

below, we will select such patterns, and we will then compute the throughput of

the CRAFH algorithm, for various choices of the numbers n PN R, and p,

5.1 Numerical Results

For the encoding of the packets, we will draw from the example on pages

274 and 275 in reference [19]. In particular, we assume that a BCH code of length

2 0-1=1023 bits is used for the encoding of each packet. We assume that the hopping

rate is equal to the data bit rate, (i.e. A=1), and we use the Reed-Solomon frequency

hopping patterns in section 2. Regarding the length, m, of the frequency hopping

patterns and the encoding per packet, we consider the following three cases:

Code 1.: m-1023 and number of information bits 513, which implies N-57 in (20).

Code 2 :m-1023 and number of information bits 748, which implies N-28 in (20).

Code3 :m-1023 and number of information bits 883, which implies N-14 in (20).

In table 3, we list the values of the throughput, A n (N ),p induced by the

CRAPH algorithm, for the above three codes, and for various choices of the numbers

n,NR, and p *. We note that similar results can be found, when the hopping rate is

slower than the data bit rate (as with the example in [10]).
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6. Comments and Conclusions

In spread spectrum systems, the waveform patterns used (frequency hopping

patterns in our case) change in time. Consequently, the users and the transmitters

must then maintain some degree of synchronization, which is typically accomplished

via slotization of the channel time. Thus, the capability for slotted operation is

inherent in such systems.

In this paper, we presented and analyzed a limited sensing random access

algorithm, for frequency hopping multi-user and multi-receiver spread spectrum

systems with slotted transmission channel. We considered the Reed-Solomon frequency

hopping patterns described in section 2, and we assumed ternary feedback per slot.

The methodology we used for the analysis of the algorithm 2pplies also, when a more

general class of Reed-Solomon frequency hopping patterns [11] is used. The through-

puts induced by the algorithm, as shown in expression (7) and in table 3, correspond

to traffic intensities per receiver. For comparison with random access algorithms

used in non spread spectrum systems, and taking into consideration that BCH codes

have been used, those throughputs must be divided by the number, q, of the frequency

bins in the frequency hopping pattern. We note that for protection against intelligent

adversaries (jamming), the bandwidth of the feedback channel must be comparable to the

bandwidth of the transmission channel.

We considered a Poisson user model. This model best reflects environments where

users are highly mobile. In addition, random access algorithms devised for such a

model are robust in the presence of changing traffic. For traffic changes within

their stability region, they remain stable, and they induce uniformly good delays.

For the frequency hopping spread spectrum systems considered in this paper, and for

noisy transmission channels, binary SNS feedback per slot may be considered, instead.

Then,per slot, each receiver distinguishes success S (when it locks on to some packet)

versus nonsuccess NS (due to the noise in the transmission channel, the receiver can

not distinguish between lack of transmission and collision). In the presence of
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the above binary feedback and the Poisson user model, stable random access algoritt.,ns

can be devised, only if each receiver transmits phony packets at certain times. Such

a limited sensing random access algorithm can be found in [15).

The algorithm in this paper is a limited sensing random access algorithm. That

is, each user is required to monitor the feedback broadcast, only while he is blocked.

This property is generally very attractive, and is indispensable in environments

where the users are highly mobile.

Concluding, we point out that in the construction of our model, the paper by

Davis and Gronemeyer [20] was very helpful. Random access techniques in spread

spectrum have also been addressed in [211 and [22].



A D for n-5 D for n-lO D for n-20

0.1 1.70501 1.66150 1.64211

0.2 2.07521 1.92846 1.86770

0.3 2.82826 2.40000 2.24196

0.4 4.73012 3.33066 2.91142

0.5 12.8319 5.55964 4.26297

0.57 185.485 . . ... .

0.6 - - - 13.7414 7.61929

0.69 394.714 - - -

0.7 - - - 20.8033

0.78 - - - 294.631

Table 1

Expected Delays

D-Du-Df" in the values included.
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n-,5 nlO n-20

p*.O3 *.-4 *.O3 *l-4 p*.3 *

p 10 p-i0 p-10 p 10 p 10 p- 10

N Xn(N ) N n*,(N p R * (NP) NR X n(NRP )

o R n R'* N )*n \ No R n R R N R~ )X(

.-4

337 0.1 304 0.1 346 0.1 313 0.1 350 0.1 317 .0.1

0 149 0.2 134 0.2 157 0.2 142 0.2 161 0.2 146 0.2

85 0.3 76 0.3 93 0.3 84 0.3 97 0.3 88 0.3

52 0.4 47 0.4 60 0.4 54 0.4 64 0.4 58 0.4

33 0.5 30 0.5 40 0.5 36 0.5 44 0.5 39 0.5

- - - - 27 0.6 24 0.6 30 0.6 27 0.6

- - - - - - - 21 0.7 18, 0.7

n-5 n10 n=20

plO-3 p-lO p- plO plO-3 plO

** lL** * • k * * * *

N X(RP) NR (N NR n(NRp ) * (N p) N * (N N * (N
R nRp RnRp R nN" R nR' Rn o R n '

136 0.1 18 0.1 139 0.1 121 0.1 142 0.1 123 0.1

58 0.2 51 0.2 64 0.2 55 0.2 66 0.2 56 0.2

8 34 0.3 29 0.3 38 0.3 32 0.3 39 0.3 34 0.3

21 0.4 18 0.4 24 0.4 21 0.4 26 0.4 22 0.4

14 0.5 12 0.5 16 0.5 14 0.5 18 0.5 15 0.5

Sii. . 11 0.6 9 0.6 12 0.6 10 0.6

- - - - 8 0.7 6 0.7

n-5 n-10 n=20

p *10-3 p*=lO-4 p*lO-3 p*=lO-4 p*.lO-3 p*.10-4

• * * *** * * * £ *~ * *

NR X(NR NR (NR NR Xn ( N ,(N NR (N
N n( R'P R n Rs~ R n ) n~ R(p NRl* R' NRn Rl''

S 52 0.1 41 0.1 53 0.1 43 0.1 55 0.1 44 0.1

S 23 0.2 18 0.2 24 0.2 19 0.2 25 0.2 19 0.2
0L)

13 0.3 10 0.3 14 0.3 11 0.3 15 0.3 12 0.3

8 0.4 6 0.4 9 0.4 7 0.4 10 0.4 8 0.4

5 0.5 4 0.5 6 0.5 5 0.5 7 0.5 5 0.5

- - 4 0.6 3 0.6 5 0.6 4 0.6

- - - - 3 0.7 3 0.7

Table 3



REFERENCES

[1] R. E. Kahn, S. A. Gronemeyer, J. Burchfiel, and R. C. Kunzelman, "Advances in
packet radio technology", Proc. IEEE, Nov. 1978.

[2] J. I. Capetanakis, Tree algorithms for packet broadcast channels", IEEE Trans.
Inform. Theory, Vol. IT-25, pp. 505-515, Sept. 1979.

(3] J. L. Massey, "Collision resolution algorithms and random access communications",
Multi-User Communications (CISM Courses and Lecture Series), G. Longo, Ed., New
York: Springer-Verlag, 1981, pp. 73-137.

[4] R. G. Gallager, "Conflict resolution in random access broadcast networks,"
Presented at AFOSR Workshop on Commun. Theory, Provincetown, MA., 1978.

[5] B.S. Tsybakov and N.D. Vvedenskaya," Random Multiple Access Stack Algorithm",
Problemy Peredachi Informatail, Vol. 15, no. 3, pp. 80-94, July-September 1980.

[6] N. D. Vvedenskaya and B. S. Teybakov, "Random Multiple Access of Packets to a
Channel with Errors", Problemy Peredachi Informatsii, Vol. 19, no. 2, pp.
52-68, April-June, 1983.

[7] L. Georgiadis and P. Papantoni-Kazakos, "Limited feedback sensing Algorithms for
the packet Broadcast Channel", IEEE Trans. Inform. Theory, Vol. IT-31, no. 2,
pp. 280-294, March 1985.

[8] M. B. Pursley, "Spread-spectrum multiple-access communications", Multi-User
Communications (CISM Courses and Lecture Series), G. Longo, Ed., New York:
Springer-Verlag 1981, pp. 139-199.

[9] E. A. Geraniotis and M. B. Pursley "Error Probabilities for Slow-Frequency-
Hopped Spread Spectrum Multiple-Access Communications Over Fading Channels", IEEE
Trans. on Comm., Vol. COM-30, no. 5, pp. 996-1009, May 1982.

[10] B. Hajek, "Recursive Retransmission control-Application to a freequency-hopped
spread-spectrum system", in Proc. 16th Annu. Conf. Inform. Sci. Syst., Princeton
Univ., Princeton, N.J., pp. 116-120, March 1982.

[11] G. Solomon, "Optimal frequency-hopping sequences for multiple-access", In Proc.
Symp. Spread- Spectrum Commun., 1973, Vol. 1, AD-915 852, pp. 33-35.

[12] L. V. Kantorovich and V. I. Krylov, Approximate Methods of Higher Analysis, New
York: Interscience 1958.

(13] S. Stidham, Jr., "Regenerative processes in the theory of queues, with applica-
tions to the alternating-priority queue", Adv. Appl. Probl., Vol. 4, pp. 542-
577, 1972.

[14] T. Berger, N. Mehravari, D. Towsley, and J. K. Wolf, "Random multiple-access
communication and group testing", IEEE Trans. on Comm., Vol. COM-32, pp. 769-779,
July 1984.

[15] M. Paterakis and P. Papantoni-Kazakos, "Collision Resolution Algorithms for
Spread-Sprectrum Environments", Technical Report, TR-86-2, Univ. of Conn., Storrs,
CT., January 1986.



[16] M. Georgiopoulos, L. Merakos and P. Papantoni-Kazakos, "High Performance
Asynchronous Limited Sensing Algorithms for CSMA and CSMA-CD Channels",
Telecommunications Journal, to appear.

(17] L. Merakos and C. Bisdikian, "Delay Analysis of the N-ary stack algorithm for
a Random Access Broadcast Channel", Proc. of the 22nd Allenton Conf. on
Communications, Control and Computing, Univ. of Illinois, Urbana Champaing,
Illinois, pp. 385-394, October 1984.

[18] L. Georgiadis, L. Merakos, and P. Papantoni-Kazakos, "A Unified Method for
Delay Analysis of Random Multiple Access Algorithms," Univ. of Connecticut,
EECS Dept. Technical Report UCT/DEECS/TR-86-1, January 1986. Also, submitted
for publication.

119] W. Peterson and E. Weldon, Error-Correcting Codes, MIT Press, Cambridge, Mass.,
1971.

[20) D.H. Davis and S.A. Gronemeyer, "Performance of Slotted Aloha Random Access
with Delay Capture and Randomized Time of Arrival," IEEE Trans. Commun.,
Vol. COM-28, No. 5, pp. 703 -710, May 1980.

[21] A. Polydoros and J.A. Silvester, "An Analytical Framework for Slotted Random
Access Spread Spectrum Networks," Comuun. Sciences Report CSI-85-10-01, Dept.
of EE Systems, Univ. Southern California, Oct. 1985.

[22] D. Raychaudhuri, "Performance Analysis of Random Access Packet Swithed Code
Division Multiple Access Systems." IEEE Trans. Comn., Vol. COM-29, No. 6,
pp. 895-901, June 1981.


